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Abstract. With the growth of social media, threats in comments tar-
geting public officials, entities, or organizations have become increasingly 
common. Previous research on threat detection has typically focused 
on broad categories such as normal speech, hate speech, and offensive 
speech, lacking a more focused approach to identify calls for harm explic-
itly. To address this gap, we present a comprehensive dataset of user 
replies from Telegram channels associated with political extremism or 
the cyberbullying of public officials in the United States. Using keywords, 
we identified Telegram channels with extreme ideological leanings, high 
rates of grievances, and threatening language. 

We employed expert annotation to label a subset of replies from this 
dataset, creating a labeled set of 15,076 replies categorized as no threat, 
judicial threat, and non-judicial threat. This paper releases two datasets: 
2 million unlabeled replies and 15,076 labeled replies from 17 Telegram 
channels. This dataset aims to enhance proactive monitoring and mit-
igation strategies for negative content, threats, and abusive language 
in social media comments. It provides a valuable resource for threat 
detection, political extremism analysis, countering violent extremism, 
and the study of cyberbullying dynamics on social media platforms, 
addressing current limitations in data diversity and enabling more effec-
tive responses to online threats. 

Keywords: countering violent extremism · cyberbullying detection · 
natural language processing · political violence · radicalization 
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1 Introduction 

The rise of social media has dramatically transformed how individuals commu-
nicate and express their views, but it has also facilitated a troubling increase in 
ideologically motivated violence, particularly against public officials and institu-
tions. High-profile incidents, such as the January 6, 2021, U.S. Capitol attack 
[ 34], alongside cases of anarchist violent extremism (AVE) [ 16], starkly illustrate 
the shift from online extremism to real-world violence. These events highlight 
the pressing need for robust mechanisms to detect and mitigate emerging threats 
in digital spaces. 
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Fig. 1. Data collection from public Telegram channels and labeling 

Identifying and categorizing the various forms of domestic violent extremism 
(DVE) presents challenges, including distinctions between anti-government vio-
lent extremism (AVE), far-right extremism, sovereign citizen violent extremism 
(SCVE), militia violent extremism (MVE), and racially/ethnically motivated 
violent extremism (RMVE) [ 16]. While this dataset is designed to enhance the 
understanding of threats targeting public officials, its primary contribution lies in 
providing a labeled resource that aids in the classification and detection of spe-
cific threat levels rather than distinguishing between these broader categories 
of extremism. Each of these groups, driven by grievances and inflammatory 
rhetoric, propagates violent ideologies that pose significant risks to societal sta-
bility [ 33,37]. While this paper does not aim to differentiate among these forms of 
extremism, it highlights the necessity of a nuanced approach to threat detection 
to address the overarching threats posed by DVE effectively. 

Traditional models, such as the U.S. Secret Service’s threat assessment frame-
work, emphasize behavioral indicators and contextual factors rather than sim-
plistic profiles or specific threats [ 9]. This proactive model focuses on identi-
fying patterns of planning and behavior, which can be adapted to the digi-
tal realm through the integration of Natural Language Processing (NLP) and 
other advanced technologies. These technologies are particularly relevant for 
social media platforms like Telegram, where extremist content and prepara-
tory behaviors-actions that indicate planning or intent beyond mere verbal 
expression-are prevalent [ 42]. This understanding underscores the importance of
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analyzing not only the language used but also the context and potential impli-
cations of user interactions on such platforms. 

Similarly, the work of Vossekuil et al., which focuses on preventing targeted 
violence against judges and courts, highlights the importance of early detection 
of radicalization signs, such as unusual interest in targets or communication 
about violent intentions [ 41]. This reinforces the need for sophisticated methods 
of threat identification, which can be improved through well-designed datasets 
and a refined focus on threat classification. 

The evolution of cyber harassment, as explored by Danielle Keats Citron [ 11], 
further underscores the intersection between online abuse and political violence. 
Harassment on platforms like Telegram can escalate into more serious abuse, 
necessitating more advanced detection systems. These systems must be capable 
of identifying harassment patterns, threats, and abusive language in real time, 
making the role of cybersecurity and NLP techniques increasingly crucial [ 1,18]. 

Distinguishing between different forms of violence, such as affective and 
predatory violence, is another key factor in addressing online threats [ 24]. Social 
media platforms play a significant role in intelligence gathering related to radi-
calization and violent extremism, which calls for more precise detection methods. 
As political polarization grows, especially on social media, platforms like Tele-
gram further complicate the threat landscape by reinforcing radical views [ 22]. 
This emphasizes the need for interdisciplinary approaches that combine behav-
ioral analysis with advanced analytics to counter the effects of polarization on 
extremism. 

Recent research, such as that by McBride et al. [ 23] and the Composite 
Violent Extremism (CoVE) framework by Gartenstein-Ross et al. [ 15], highlights 
the challenges posed by ideologically ambiguous extremists. These frameworks 
point to the need for more precise data and advanced NLP tools to analyze 
fragmented ideologies and predict threats [ 13]. Furthermore, Don Rassler’s work 
[ 27] on the integration of data analysis in counterterrorism, and the challenges 
faced by election workers [ 14], illustrate the growing importance of sophisticated 
tools for monitoring and preventing violence on platforms like Telegram. 

Most studies on online threats have relied on broad categories such as nor-
mal speech, hate speech, and offensive speech [ 12]. While useful, these frame-
works often lack the granularity necessary to capture subtle distinctions in threat 
severity, particularly when identifying indicators of potential violence [ 30– 32]. As 
threats evolve, more fine-grained classification models are needed to effectively 
monitor and address emerging risks. This challenge becomes even more pro-
nounced when analyzing user behavior on platforms like Telegram [ 42], where 
threats may manifest in a variety of forms-ranging from violent rhetoric to 
preparatory behaviors that existing classification systems struggle to capture. 

In parallel, while NLP techniques have shown promise in detecting abusive 
language and categorizing threats, there is still a significant need for well-labeled 
datasets, comparable to those used in domains such as video analysis [ 3], signal 
analysis [ 10,19,39], power flow analysis [ 35,36], and biomedical research [ 5,17, 
21,25,28,40]-to effectively capture the complexities of cyber harassment and 
its intersections with various forms of online abuse, including political violence
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and extremism. The development of such datasets is essential to advance threat 
detection models. 

In response to these challenges, our study presents a comprehensive dataset of 
user replies from Telegram channels associated with political extremism and the 
cyberbullying of public officials in the United States. By adopting a more focused, 
three-class threat system-differentiating between no threat, judicial threats, and 
non-judicial threats-we address the limitations of existing data diversity and 
classification methods. This dataset serves as a valuable resource for researchers 
and practitioners, contributing to more effective monitoring and proactive threat 
mitigation strategies. Through this work, we aim to enhance the capacity to 
respond to the growing risks posed by online threats, particularly those targeting 
public figures and institutions. 

2 Problem Statement 

The primary goal of this study is to improve the detection and classification of 
online threats by addressing key shortcomings in current research, as outlined 
in the introduction. Specifically, we aim to improve existing threat classification 
frameworks and introduce a comprehensive dataset that enables more effective 
threat detection across diverse online environments. 

Fig. 2. Threat level annotation using Doccano.
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2.1 Contribution 1: Threat Levels 

Threat detection models in the field have predominantly classified content into 
broad categories such as normal speech, hate speech, and offensive speech. How-
ever, this approach lacks the ability to capture varying threat levels, particularly 
those that involve explicit calls for violence [ 12]. Existing systems have strug-
gled to identify the nuanced indicators of potential threats, creating a gap in the 
ability to effectively monitor online extremism. For example, models like those 
developed by Ravi et al. underscore the limitations of current frameworks, which 
fail to account for subtle distinctions between legal rhetoric and true incitements 
to violence [ 32]. 

To address this issue, we propose a more focused classification system that 
introduces three distinct threat categories: no threat, judicial threat, and non-
judicial threat. This system enhances the ability to detect subtler forms of 
extremism, especially in instances where violent rhetoric is concealed within legal 
discourse. By refining the definition of threat levels, we aim to clarify the intent 
behind user interactions on platforms like Telegram, where extremist rhetoric 
often manifests in ambiguous forms. The definitions of these threat levels and 
their implications for threat detection are elaborated in Sects. 3 and 4. 

2.2 Contribution 2: Labeled Dataset 

One of the significant barriers to advancing threat detection is the lack of com-
prehensive, well-labeled datasets that reflect the complexity of online threats 
[ 12,30– 32]. Existing datasets have fallen short of capturing the intricate nature 
of online abuse, particularly in the context of extremist content. While previ-
ous works, such as those by Wulczyn et al. [ 44], have utilized a combination of 
crowdsourcing and machine learning to analyze personal attacks, these studies 
did not extend to the more complex identification of violent threats. Similarly, 
Ashraf et al. [ 4] examined the detection of violent threats on YouTube, but their 
binary classification approach lacked the granularity necessary to distinguish 
among different types of threats. 

These limitations underscore the urgent need for more specialized datasets 
that can accurately reflect the diverse range of threats across different platforms. 
Telegram, with its unique structure and widespread use by extremist groups, 
provides an ideal data source for this research. Unlike traditional social media 
platforms like Reddit or Twitter, Telegram supports threaded discussions and 
message comments, which allow for more interactive and extremist content to 
proliferate. The prevalence of violent rhetoric from both far-right and far-left 
groups on Telegram [ 42] further emphasizes the importance of studying emerging 
social media platforms in the context of threat detection [ 8]. 

To address this gap, we selected Telegram as our primary data source due 
to its significant role in hosting extremist content and facilitating political and 
ideological discourse. Unlike traditional social media platforms like Reddit and 
Twitter, Telegram’s support for threaded discussions and message comments 
in public groups [ 42] provides a unique opportunity to capture interactive and
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extremist content. Our dataset comprises 2 million unlabeled replies and 15,076 
expertly labeled replies from Telegram channels (illustrated in Fig. 1) associ-
ated with political extremism and the cyberbullying of public officials in the 
United States between 2019 and 2024, as depicted in Fig. 3 and a breakdown by 
class/label for each channel is given in Table 2. The rationale behind choosing 
Telegram and the specifics of our data collection methodology are discussed in 
Sect. 4. 

Section 5 offers a detailed overview of the collected data, including channel 
specifics, labeled and unlabeled data counts, and the unique contributions and 
value of the dataset. Additionally, Sect. 6 summarizes our findings and addresses 
the ethical considerations associated with the development of this dataset and 
the definition of threat levels. 

In summary, this paper seeks to advance the field of threat detection by intro-
ducing a refined classification system and providing a comprehensive dataset. 

Fig. 3. Aggregate user activity in selected Telegram channels 

3 Definition of Threat Levels 

The study presents a refined threat classification system designed to enhance 
clarity and specificity in threat detection, addressing the limitations of existing 
research that typically categorizes harmful content into broad categories such as 
normal speech, hate speech, and offensive speech [ 12].While these frameworks 
provide a foundational understanding of harmful online behavior [ 6,20], they 
often lack the specificity needed to differentiate between varying threat levels 
[ 7]. Building on this foundation, Ravi et al. proposed a more granular six-level 
threat classification system, which included concepts such as fighting words, 
incitement, and true threats [ 32]. However, this approach faced challenges in 
effectively capturing nuanced threat indicators due to overlapping categories 
that hindered practical applications.
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To rectify these issues, our study introduces a judicial/non-judicial threat 
classification system that distinguishes between legally framed grievances and 
explicit threats of violence, particularly in the context of extremist rhetoric. 
Judicial threats, while often couched in legal terminology, can incite actions that 
contribute to radicalization and social disruption. Extremist groups frequently 
leverage legal rhetoric to evade detection while mobilizing their followers or dis-
seminating ideologies. Consequently, it is essential to identify these subtler risks. 
Non-judicial threats, in contrast, involve direct incitements to violence or harm 
and are generally easier to detect. 

This classification framework improves threat detection by capturing both 
overt and legally masked threats, thereby enhancing the effectiveness of counter-
violent extremism (CVE) strategies [ 9,42]. This new approach focuses on explicit 
calls for harm and provides a clear framework for identifying and responding 
to online threats. The three-category scheme has been developed with expert 
guidance from criminologists [ 32] to ensure a clear and actionable distinction 
between different types of threats. While it may appear coarse-grained, these 
categories reflect the legal and practical definitions of threats. The classification 
system simplifies threats into three distinct classes, which are elaborated upon 
as follows: 

Table 1. Telegram channels with count of unlabeled and labeled replies 

Telegram Channel Name Unlabeled Replies Labeled Replies 
AlexJones 11,063 72 
AnalyzingAmerica 300,406 4,255 
AnticapitalistSurrealism 84,400 192 
BlackCrimesMatter 1,211 7 
COVIDVACCINEVICTIMS 49,342 153 
DonaldTrumpJr 146,081 634 
FreedomFighters 15,080 95 
InfoWars 17,602 143 
LacansWhreHouse 82,923 131 
PatriotStreetfighter 116,114 387 
PrayingMedic 73,388 176 
ResisttheMainstream 482,596 4,505 
RiotDogs 83,182 170 
ThePatriotVoice 166,986 825 
TheTrumpRepublicans 160,603 1,774 
TrumpSupportersChannel 149,506 1,414 
UnitedAnarchists 59,517 143 
Total 2,000,000 15,076



282 K. Ravi and J.-S. Yuan

3.1 No Threat 

The “No Threat” category includes statements that do not suggest or indicate 
any form of physical harm, imprisonment, or threats against any individual, 
group, or organization. This category encompasses both non-threatening com-
ments and statements with ambiguous language that does not clearly advo-
cate for harm or illegal action. Examples of statements in this category include: 
“Hillary was just seething. That look on her face was priceless,” “You’ll regret 
this,” “Live free or die,” and “They are traitors to the party.” By defining this 
category, we aim to separate benign or ambiguous language from more direct 
threats. 

3.2 Judicial Threat 

The “Judicial Threat” category includes statements that explicitly call for or 
threaten legal action, such as civil lawsuits, arrests, or criminal prosecutions 
within the bounds of standard legal norms. Although these threats involve legal 
consequences, they still represent a significant level of threat due to their poten-
tial to incite action through legal channels. Examples of statements in this cat-
egory include: “Lock her up” and “Wake the hell up and put that POS in jail!!” 
This categorization helps differentiate threats that operate within a legal context 
from those that advocate for extralegal or violent actions. 

3.3 Non-Judicial Threat 

The “Non-Judicial Threat” category represents the most severe form of threat, 
encompassing statements that explicitly advocate for non-legal actions or harm, 
such as physical violence or vigilante justice. This category includes statements 
that call for or suggest unlawful actions, posing the highest level of threat. If 
a statement includes elements of both judicial and non-judicial threats, it is 
classified as a non-judicial threat due to its extremity. Examples include: “Time 
to start a civil war!” “Hang Mike Pence!” “Fuck the judicial system and shoot 
these assholes in the face instantly.” “Try Pelosi for treasonous actions against 
America and hang her.” By clearly defining this category, we provide a framework 
to identify the most dangerous forms of online speech, thereby enhancing the 
capability to monitor and mitigate such threats effectively. 

This focused classification system offers a more precise methodology for iden-
tifying and categorizing threats. By concentrating on explicit calls for harm and 
differentiating between legal and extralegal threats, our approach serves as a 
robust tool for analyzing and responding to online extremism and radicaliza-
tion. Through this refined framework, researchers and practitioners can more 
effectively engage with the complexities of threat detection and enhance their 
capacity to address the challenges posed by online violence.
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Table 2. Labeled replies with breakdown by label for each channel. 

Telegram Channel Name Labeled No Threat Judicial Threat Non-Judicial Threat 
AlexJones 72 23 27 22 
AnalyzingAmerica 4,255 936 1,721 1,598 
AnticapitalistSurrealism 192 130 7 55 
BlackCrimesMatter 7 2 1 4 
COVIDVACCINEVICTIMS 153 88 38 27 
DonaldTrumpJr 634 290 168 176 
FreedomFighters 95 25 16 54 
InfoWars 143 51 29 63 
LacansWhreHouse 131 107 5 19 
PatriotStreetfighter 387 199 65 123 
PrayingMedic 176 124 32 20 
ResisttheMainstream 4,505 1,519 1,199 1787 
RiotDogs 170 116 0 54 
ThePatriotVoice 825 341 205 279 
TheTrumpRepublicans 1,774 536 668 570 
TrumpSupportersChannel 1,414 440 472 502 
UnitedAnarchists 143 98 5 40 
Total 15,076 5,025 4,658 5,393 

4 Experimental Design, Materials and Methods 

To collect relevant data from Telegram, we began by identifying 25 channels 
using specific keywords, including “jan 6,” “anarchy,” “proud,” “riot,” “patriot,” 
“freedom,” “crime,” “maga,” “late-stage capitalism,” and “conspiracies.” These 
keywords were chosen to reflect both far-right and far-left perspectives, as iden-
tified in previous studies on extremist and threatening online content [ 2,42,43]. 
The selected channels were known for frequently using grievance-driven and 
threatening language [ 42], making them suitable for our research on online 
threats. 

The data collection process was methodically planned to ensure compliance 
with ethical guidelines and privacy concerns. We created a Telegram account 
using a virtual phone number obtained through Google Voice. This approach 
allowed us to join public Telegram groups without revealing personal informa-
tion. Once inside the groups, we utilized the “view discussions” option to access 
the chat histories, which were subsequently exported as .json files. Our collec-
tion efforts were strictly limited to publicly available content, and we avoided any 
interactions with Telegram users to maintain ethical standards. Additionally, no 
personally identifiable information was collected from users or annotators during 
this process.
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To maintain the dataset’s quality and relevance, channels with fewer than 
1,000 replies were excluded due to insufficient user activity, aligning with estab-
lished research practices [ 29]. After applying this criterion, 17 Telegram channels 
were selected for detailed analysis. Figure 3 illustrates the aggregate user activ-
ity across these channels. The data collection covered the entire history of these 
channels, from their inception to February 6, 2024, using Telegram’s chat export 
tool. This comprehensive collection included both messages and their replies. 
To maintain the focus on text-based content, non-text elements such as URLs 
and empty responses were removed during data preprocessing. This refinement 
resulted in a robust dataset comprising a total of 2,301,110 replies. 

The annotation categories, developed with guidance from criminology 
experts, were based on Ravi et al. [ 32], focusing on three specific threat lev-
els: no threat, judicial threat, and non-judicial threat, as described in Sect. 3. 
For the annotation process, a subset of 301,110 replies was selected and anno-
tated by an expert graduate student (trained by U.S.-based criminology experts, 
as referenced in Ravi et al. [ 32]) using the open-source annotation tool Doccano 
[ 26], as shown in Fig. 2. To streamline the annotation process and ensure con-
sistency, we employed a two-step approach: (1) an initial categorization using a 
fine-tuned RoBERTa large language model, and (2) a manual review and refine-
ment of these annotations. This detailed labeling process resulted in a balanced 
and well-defined dataset of 15,076 labeled replies. Additionally, we have provided 
a more detailed breakdown of the class/label distributions across each channel in 
the dataset, which is now included in Table 2. The balanced nature of the labeled 
dataset ensures a more nuanced understanding of threat levels and improves the 
model’s ability to detect various forms of online threats. 

5 Discussion 

The final dataset comprises 2 million unlabeled replies and 15,076 labeled replies, 
providing a comprehensive resource for studying online threats and extremist 
content. The dataset is publicly accessible on Mendeley and can be downloaded 
using this link: https://data.mendeley.com/datasets/tm9s68vgxd/1. The Tele-
gram channels used for data collection are detailed in Table 1, which includes 
the number of replies posted (both labeled and unlabeled) and the reply counts 
per day, shown in aggregate in Fig. 3. 

For ease of use, Table 3 provides an overview of the file names and struc-
ture within the .json files. Table 4 further details the dataset’s specifications, 
emphasizing the focus on labeled replies to create a comprehensive dataset of 

Table 3. Open-Sourced Data Details 

Folder Filename Structure 
Data 1 - Raw and unlabeled Unlabeled.json replyDate reply telegramChannel 
Data 2 - Raw and labeled Labeled.json replyDate reply telegramChannel Label

https://data.mendeley.com/datasets/tm9s68vgxd/1
https://data.mendeley.com/datasets/tm9s68vgxd/1
https://data.mendeley.com/datasets/tm9s68vgxd/1
https://data.mendeley.com/datasets/tm9s68vgxd/1
https://data.mendeley.com/datasets/tm9s68vgxd/1
https://data.mendeley.com/datasets/tm9s68vgxd/1
https://data.mendeley.com/datasets/tm9s68vgxd/1
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Table 4. Specifications Table 

Specification Details 
Subject Artificial Intelligence 
Specific subject area Computational Social Science, Social Computing, 

Computational Linguistics 
Data format Data 1: Raw and Unlabeled Data 2: Raw and 

Labeled 
Type of data Tables (.json) 
Data collection The data were collected using the Telegram Chat 

Export Tool built within the application. 
Data source location Telegram 
Data accessibility Repository name: Threatgram 101: Extreme 

Telegram Replies Data with Threat Levels Direct 
URL to data: https://data.mendeley.com/datasets/ 
tm9s68vgxd/1 

Instructions for accessing these data Data is hosted publicly in Mendeley and can be 
downloaded by visiting the above given link. 

Related research article Ravi, K. and Yuan, J.S., 2024. Ideological 
Orientation and Extremism Detection in Online 
Social Networking Sites: A Systematic Review. 

user-generated threats on Telegram. This dataset offers several key contributions 
to the field: 

– Enhanced Threat Labels: The dataset includes more focused threat lev-
els (no threat, judicial threat, non-judicial threat), enabling researchers to 
develop and evaluate advanced threat detection models. This granularity sup-
ports more precise analyses of radicalization, extremism, and online propa-
ganda, moving beyond general categorizations. 

– Advancing NLP Research: Spanning a 4-year period from 2019 to 2024, 
this dataset-with its 2 million unlabeled and 15,076 labeled replies-provides 
a rich resource for advancing Natural Language Processing (NLP). It enables 
researchers to develop and refine algorithms for detecting extremist and 
threatening language, thereby enhancing social media monitoring systems. 

– Diverse Data Source: By focusing on data from Telegram, this dataset 
offers unique insights into extremist and threatening content on a platform 
distinct from traditional social media like Twitter and Reddit. This diversity 
provides a novel context for analysis, broadening the scope of research into 
online extremism. 

– Benchmark for Comparative Studies: The labeled dataset serves as a 
benchmark for comparing and assessing the effectiveness of various threat 
detection and classification systems. It aids in the validation and improvement 
of these technologies, fostering advancements in threat detection methodolo-
gies.

https://data.mendeley.com/datasets/tm9s68vgxd/1
https://data.mendeley.com/datasets/tm9s68vgxd/1
https://data.mendeley.com/datasets/tm9s68vgxd/1
https://data.mendeley.com/datasets/tm9s68vgxd/1
https://data.mendeley.com/datasets/tm9s68vgxd/1
https://data.mendeley.com/datasets/tm9s68vgxd/1
https://data.mendeley.com/datasets/tm9s68vgxd/1
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Fig. 4. Word cloud of all labeled replies combined, and for each label individually 

– Supporting Behavioral and Political Research: The dataset’s focus 
on political extremism and cyberbullying provides valuable insights into the 
behaviors and patterns of online threats and abusive language. It supports 
studies on countering violent extremism (CVE) and radicalization, contribut-
ing to broader efforts to understand and mitigate online threats (as illustrated 
in Fig. 4).
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6 Conclusion 

ThreatGram 101 introduces a refined approach to online threat detection by 
providing a detailed dataset of extreme Telegram replies. By categorizing threats 
into three distinct levels-no threat, judicial threat, and non-judicial threat-this 
dataset offers a more precise framework for threat classification (as detailed in 
(Sect. 3). This refinement enhances the accuracy of threat detection compared 
to traditional broad classifications. 

The dataset, comprising 2 million unlabeled replies and 15,076 labeled exam-
ples from 17 Telegram channels, provides a comprehensive view of user-generated 
content related to political extremism and cyberbullying. This resource (dis-
cussed in Sects. 4 and 5) not only supports the development of more effective 
monitoring and response strategies but also advances the field of Natural Lan-
guage Processing in threat detection. 

Despite these advancements, limitations remain, including the lack of inter-
annotator agreement measures, as only a single expert annotator was used. While 
expert training and strict adherence to criminological definitions reduced bias, 
political subjectivity is challenging to eliminate entirely in such tasks. Future 
work will involve expanding the classification scheme for greater granularity and 
incorporating multiple annotators to ensure consistency and reduce subjectivity. 

Overall, ThreatGram 101 represents a valuable asset for researchers and 
practitioners, offering new insights into extremist behavior and online abuse 
while enhancing threat detection models. As online threats continue to evolve, 
this dataset equips us with the necessary tools for more accurate and specific 
responses to emerging challenges. 

Ethical Considerations. Quantifying the threat level of public Telegram 
replies through expert annotation does not fully capture the diversity of Tele-
gram communities in the United States, where the platform is less widely used 
compared to other regions [ 38]. In 2023, Telegram had approximately 10 million 
monthly users in the U.S., representing less than 2% of its global user base [ 8]. 
Our data collection focused exclusively on public Telegram groups and channels 
that are accessible without requiring invitations. By excluding private groups, we 
aimed to protect user privacy and minimize the risk of misuse of our method-
ology. Our data collection and classification processes received formal ethical 
clearance, ensuring that we followed responsible research practices. 

We implemented a standardized annotation framework developed in consul-
tation with social science and criminology experts [ 32], ensuring a consistent 
and rigorous process to mitigate the potential unintended bias that may arise 
from relying on a single expert annotator, particularly in classifications involving 
social and political content. Nonetheless, we acknowledge that the potential for 
bias remains, and we recognize this as a limitation of the study. 

Regarding messages labeled as “Judicial Threat,” we wish to clarify that our 
classification schema does not imply any punitive actions or judgment against 
individuals discussing legal matters. This category intends to identify messages 
that could potentially incite action within legal frameworks, as defined in collab-
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oration with social science and criminology experts. The goal is to highlight the 
potential for certain legal discussions to escalate into actions that may pose risks, 
while respecting the right to express grievances and pursue lawful solutions. 

Our research was approved by the Institutional Review Board (IRB) at the 
University of Central Florida under IRB ID STUDY00006200, titled Data Col-
lection and Labeling for Social Media Language Research. The IRB determined 
that our study qualifies as human subjects research that is exempt from reg-
ulation. This assessment confirmed that the activities described, including the 
collection and labeling of publicly available content, do not involve any private 
or identifiable information from individual users. The IRB reviewed our data col-
lection methods, which explicitly excluded private content, and determined that 
our study adheres to ethical guidelines for secondary data analysis. By adhering 
to these ethical protocols, we ensure that our research remains both responsi-
ble and respectful of privacy while contributing to the development of advanced 
threat detection methodologies. 

Conflicts of Interest. The authors affirm that they have no known financial interests 
or personal relationships that could have influenced the research presented in this 
paper. There are no conflicts of interest that could potentially bias the results or 
interpretations of the findings. 
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